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Abstract - The growth of information technology (IT) in Africa has led to an increase in the utilization of communication networks for data transaction across that continent. Thus, many in Africa have become increasingly dependent on the Internet for data transactions. In the country of Uganda, for example, exponential growth in data transaction has presented a new challenge. Namely, what is the most efficient way to implement data privacy? While studies on data privacy have been done for developed nations such as in the European Union, studies for data privacy implementation in emerging markets have been minimal. It is with such background that we discuss data privacy challenges in Uganda. We also present an implementation of data privacy techniques for a published Ugandan dataset and suggest how this approach may be generalized to provide data privacy in the country.
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1. Introduction

The exponential growth of Information Technology (IT) in Africa has led to an increase in data transaction across Africa's communication networks, with 110 million Internet users and 500 million mobile phone subscriptions as of 2010\([1]\). In Uganda’s case, higher education institutions routinely post student admission and graduation data online and grant access to student records online \([2]\). The Ugandan Electoral Commission posted the national voter's register online \([3][4]\). While the Uganda Bureau of Statistics publishes statistical data routinely, and takes great care to remove personal identifiable information (PII), a review of the published datasets from other Ugandan entities such as educational institutions and the Electoral Commission of Uganda show PII was included in published datasets. At the same time a growing number of young Ugandans are fans of large Online Social Networks (OSN) like Facebook, resulting in large amounts of PII leaked from online auxiliary data sources.

While case studies on data privacy have been done for developed nations such as in the European Union, studies for data privacy and security implementation in emerging markets such as Uganda have been minimal \([48]\). Yet with the growth of the globalized economy and multinational entities, demands for data privacy and security while transacting in business in the emerging markets is critical. Therefore in this paper, we take a look at current data privacy and security laws and present an implementation of data privacy techniques for a published Ugandan dataset and suggest how this approach may be generalized to provide data privacy in the country.

The rest of this paper is organized as follows. Section 2 looks at current data privacy and security policies in Uganda. Section 3 describes related work on data privacy and security in Uganda. Section 4 looks at the essential data privacy terms used in this paper. Section 5 gives an overview on data privacy techniques discussed in this paper. Section 6 discusses the implementation while Section 7 presents the results; and finally, Section 8 provides the conclusion.

2. Data Privacy and Security Policies

In developed countries like the USA, data gathering institutions are bounded by state and federal privacy laws that require that privacy of individuals be protected. One example in the USA is the Privacy Act of 1974, Health Insurance Portability and Accountability Act (HIPAA) of 1996, and the Personal Data Privacy and Security Act of 2009, requiring entities to protect and secure PII in data \([5][6][7]\). The Ugandan constitution defines the rights of an individual to privacy in terms of interference, stating that no person shall be subjected to interference with the privacy of that person’s home, correspondence, communication or other property, however, no precise definition is given in the context of PII, data privacy, and computer security \([8]\). Ugandan Bureau of Statistics Act of 1998 describes Ugandan government policy on data collected by the Ugandan Bureau of Statistics (UBS). Absent from that description is how non-governmental entities collect and disseminate data. The Ugandan Bureau of Statistics Act of 1998 does not discuss what PII is in the Ugandan context. The only close reference is the “removal of identifiers” before data is granted to researchers \([9]\). In this case “identifiers” is ambiguous and could perhaps reference ‘names' but not 'geographical location'. However, UBS with expert care...
does publish de-identified micro datasets online but at the same time, many entities in Uganda publish non-de-identified tabular datasets.

A look at documents from authorities that govern communication technology in Uganda, the Uganda Communications Commission (UCC) and the Ministry of Information and Communications Technology (ICT) show that policies on data privacy and security have not been clearly formulated [9][10][11][12][13][14]. In the USA for instance, PII could include an individual’s social security number yet in Uganda, social security numbers are non-existent; thus, the set of PII in the USA differs from that in Uganda. Therefore, there is a need to expand Uganda’s policy on how government and non-government entities collect and disseminate data. To date, no clear legal and technological data privacy framework exists in Uganda. Despite the absence of any clearly formulated policy on data privacy in Uganda, this work suggest the application of data privacy techniques that could be utilized to provide basic data privacy in this context.

3. Related work on data privacy in Uganda

Our study of the literature reveals that work on data privacy in Uganda and much of sub-Saharan Africa is sparse. To date and to the best of our knowledge, this work’s focus on the application of data privacy techniques to the Ugandan context might be novel. While research on computer security in Uganda exists, most of the work centers on network accessibility control methodologies [15][16][17][18][19]. For example, Mutyaba [20] and Makori [21] offer an excellent presentation on cryptographic methodologies for computer security, and Okwngale and Ogao [22] discuss data mining techniques; however, privacy preserving data mining (PPDM) methodologies are not discussed. Bakibinga [23] has articulated the need for electronic privacy in Uganda from a policy view point. Frameworks for secure management of electronic records have been proposed by Luyomboya [24], Ssekibile and Mirembe [25], and Kayondo [26]; however, these works focus on data security and access control. But data privacy differs from data security in that data privacy has to do with the confidentiality of data, while data security focuses on its accessibility. Even when a database system is physically secured, an inference attack could occur on published datasets [27]. It should be noted that the Ugandan Bureau of Statistics Act of 1998 does provide a legal framework for data privacy that focuses on data gathered by the UBS. What is absent from the Ugandan computational literature is the data privacy technological framework that entities other than the Ugandan Bureau of Statistics, such as health, academia, and private business could employ [28]. To date, no work has come to our attention on if data privacy methodologies employed by UBS have been applied to private sector. Therefore, it is in this light that we make the case for data privacy in Uganda and the need for more research on data privacy and PPDM methodologies tailored to the Ugandan and African context.

4. Essential data privacy terms

The following definitions will be important in the sequel: Data privacy is the protection of an individual’s data against unauthorized disclosure while Data security is the safety of data from unauthorized access [29] [30]. Personally identifiable information (PII) is any data about an individual that could be used to construct the full identity of that individual [31][32]. Data De-identification is a process in which PII attributes are removed such that when the data is published, an individual’s identity cannot be reconstructed [33] [34]. Data utility verses privacy has to do with how useful a published dataset is to a consumer of that published dataset [35] [36]. Often the usefulness of data is lost when PII and quasi-attributes, are removed or transformed; a balance between privacy and data utility is always sought [37]. It has been determined that achieving optimal data privacy while not distorting data utility is a continual NP-hard challenge [38]. Statistical databases are published data sets that do not change, in many cases released in aggregated format [39]. Attributes in statistical databases, are field names or columns [29]. PII attributes are properties that uniquely identify an individual; an example includes social security number. Quasi-attributes are attributes not in the PII category but can be used to reconstruct an individual's identity in conjunction with external data. Confidential attributes are attributes not in the PII and quasi-attributes category but contain sensitive information, such as salary, HIV status, etc. Non confidential attributes are attributes that individuals do not consider sensitive as causing disclosure. However, non-confidential attributes can still be used to re-identify an individual given auxiliary data, thus making the explicit description of what PII is and is not even more challenging [40]. Inference and reconstruction attacks are methods of attack in which separate pieces of data are used to derive a conclusion about a subject, in this case, reconstruct their identity [41].

5. Data privacy techniques

Data privacy methods are categorized as non-perturbative techniques in which original data is not modified, some data is suppressed or some sensitive details removed while with perturbative techniques, original data is altered or disguised in order to protect PII and sensitive data [29]. While a number of data privacy techniques exist, we focus on application of k-anonymity, suppression, and generalization. Suppression is a popular data privacy method in which data values that are unique and can be used to establish an individual’s identity are omitted from the published dataset [42][43]. Generalization is a data privacy method in which attributes that could cause identity disclosure are made less informative. An example includes replacing the...
gender attribute value with “person” instead of “Male” or “Female” [44]. K-anonymity is a data privacy enhancing mechanism that utilizes generalization, and suppression as outlined extensively by Samarati [45] and Sweeney [27]. k-anonymity requires that for a dataset with quasi-identifier attributes in database to be published, values in the quasi-identifier attributes be repeated at least k times to ensure privacy; that is, k > 1 [27]. However, achieving the optimal k-anonymized dataset has been shown to be an NP-Hard problem [46].

6. Data privacy implementation

In this section, we describe our implementation of basic data privacy algorithms on a Ugandan dataset, utilizing open source technologies that are freely available for all to download. In this way, nations from emerging markets such as Uganda could incur minimal costs when it comes to data privacy implementation. We express our implementation using the set theory notation, relational database notation, and lastly MySQL implementation. The initial step was to de-identify a Ugandan dataset of 1200 records from a Makerere University student admission list that is published publicly online by the University, by removing PII as defined by the US data privacy laws [3]. While no explicit data privacy laws exist in Uganda, we utilized the definitions of what constitutes PII as defined by the US data privacy laws (HIPAA), considering that they could be universally applicable. We employed SQL, utilizing MySQL Server, an open source tool freely available for download.

![Figure 1: A Data De-identification procedure utilizing k-anonymity](image)

### Table 1: Admission List with PII – BirthDate, IndexNo, and RegNo are generalized

<table>
<thead>
<tr>
<th>RegNo</th>
<th>StudentNo</th>
<th>Lname</th>
<th>Fname</th>
<th>Mname</th>
<th>Sex</th>
<th>BirthDate</th>
<th>Nationality</th>
<th>Hall</th>
<th>Program</th>
<th>IndexNo</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>09U/EVE</td>
<td>20900/Amnet</td>
<td>Anna</td>
<td>F</td>
<td>01/01/07 UGANDAN</td>
<td>AFRICA</td>
<td>LIS</td>
<td>U0166</td>
<td>2008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09U/EVE</td>
<td>20901/Green</td>
<td>RICE</td>
<td>F</td>
<td>01/01/08 UGANDAN</td>
<td>MARY STUART</td>
<td>ARM</td>
<td>U0763</td>
<td>2008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09U/EVE</td>
<td>20902/Timothy</td>
<td>nice</td>
<td>F</td>
<td>01/01/01 KENYAN</td>
<td>MARY STUART</td>
<td>BLE</td>
<td>U0065</td>
<td>2007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09U/EVE</td>
<td>20903/Jones</td>
<td>James</td>
<td>ORACE</td>
<td>F</td>
<td>01/01/07 TANZANIA</td>
<td>MARY STUART</td>
<td>LIS</td>
<td>U0198</td>
<td>2007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>09U/EVE</td>
<td>20904/Carter</td>
<td>James</td>
<td>M</td>
<td>01/01/84 UGANDAN</td>
<td>RAM</td>
<td>U0160</td>
<td>2007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09U/EVE</td>
<td>20905/Brown</td>
<td>Britain</td>
<td>N</td>
<td>01/01/83 KENYAN</td>
<td>AFRICA</td>
<td>ARM</td>
<td>U0715</td>
<td>2008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09U/EVE</td>
<td>20906/Sams</td>
<td>Sam</td>
<td>F</td>
<td>01/01/04 TANZANIA</td>
<td>MARY STUART</td>
<td>RAM</td>
<td>U0725</td>
<td>2007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09U/EVE</td>
<td>20907/Easter</td>
<td>Master</td>
<td>M</td>
<td>01/01/85 UGANDAN</td>
<td>BLE</td>
<td>U1148</td>
<td>2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09U/EVE</td>
<td>20908/Enyo</td>
<td>Kenya</td>
<td>F</td>
<td>01/01/00 UGANDAN</td>
<td>COMPLEX</td>
<td>ARM</td>
<td>U0062</td>
<td>2007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09U/EVE</td>
<td>20909/Vineyard</td>
<td>Martha</td>
<td>M</td>
<td>01/01/88 KENYAN</td>
<td>AFRICA</td>
<td>ARM</td>
<td>U1017</td>
<td>2008</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Steps in the Data Privacy Procedure shown in Figure 1:

INPUT: Data from relation or schema

OUTPUT: Data privacy preserving published tabular dataset

1. Identify PII Attributes
2. Remove PII Attributes
3. Identify quasi-identifier attributes
4. Generalize or Suppress quasi-identifier attributes
5. Check that k > 1 in tuples
6. Check for single values that cannot be grouped together to achieve k > 1
7. If single values and outliers exist, Generalize or Suppress until k-anonymity at k > 1
8. Check for utility
9. Publish tabular dataset

We borrowed from set theory notation to describe how we implemented the data privacy procedure on the Ugandan data set as follows:

- The original Ugandan published dataset included the following attributes, in which we let the following:
  - A = \{ RegNo, StudentNo, Lname, Fname, Mname, Sex, BirthDate, Nationality, Hall, Program, IndexNo, Year \}, the relation admission list that included all attributes in the published dataset.
  - B = \{ Lname, Fname, Mname, StudentNo, IndexNo, RegNo \}, the set of all PII attributes that we identified in the published dataset.
  - C = \{ Nationality, Sex, BirthDate \}, the set of all quasi-identifier attributes identified in the dataset.
  - D = \{ Hall, Program, Year \}, the set of all non-sensitive attributes.
  - E = \{ \}, the set of all sensitive attributes.

- Thus, we have B ⊆ A, C ⊆ A, D ⊆ A and E ⊆ A:
  - Therefore A = B U C U D U E, and A = \{ B, C, ... \},
By removing PII, we get $A = \{C, D, E\}$. Therefore, we remained with the quasi attributes, non-sensitive attributes, and sensitive attributes; where $U$ is the universal set, which in this case is all the Admission List attributes.

- We suppressed or generalized the quasi attributes: suppress or generalize $(C)$.
- We then applied $k$-anonymity: $k$-anonymity$(B^c)$.
- Finally, we ordered values of $(B)^c$.
- If $k = 1$, we suppressed or generalized $C$ until $k > 1$.

Relational model view: For a formal relational model view implementation, we applied the following notation:

- We let $\pi <\text{attribute list}> (R)$,
- where $\pi$ is the projection or selecting of attributes from a relation (Table),
- $<\text{attribute list}>$ is the list of attributes from Admission List
- $(R)$ is the relation from which we select attributes.

The original projection with all attributes is:

- $\pi <\text{RegNo, StudentNo, Lname, Fname, Mname, Sex, BirthDate, Nationality, Hall, Program, IndexNo, Year}> (\text{Admission List})$.

The projection void of PII attributes is:

- $\pi <\text{Sex, BirthDate, Nationality, Hall, Program, Year}> (\text{Admission List})$.
- We apply $k$-anonymity to the list that is to be published:
  - $k$-anonymity$(\text{To_Be_Published_List})$.

7. Results

We generalized the BirthDate attribute to further prevent any reconstruction attacks by first developing a domain generalization hierarchy (DGH). We chose the $\text{DGH}$ based on the oldest person in the dataset, and built our $\text{DGH}$ to $B_4 = \{196^*\}$, giving protection for the individuals born in 1967 [43], as shown in Figure 2.

$B_4 = \{196^*\}$
$B_3 = \{1967\}$
$B_2 = \{1967-09\}$
$B_1 = \{1967-09-08\}$

**Figure 2: Domain generalization hierarchy structure**

The SQL Implementation: We implemented data de-identification in SQL by creating a SQL View and doing

```
SELECT on the view by choosing only attributes that remain in the Admission List after removing PII. We created SQL Views that are void of PII attributes:
```

```sql
CREATE VIEW V2 AS SELECT Sex, BirthDate, Nationality, Hall, Program, Year FROM Admission_List;
```

**Generalization:** Utilizing the SQL functions, CREATE, SELECT, and UPDATE, we further generalized the Program attribute so as not to grant such information to a researcher. We generalized the BirthDate attribute to additionally prevent any reconstruction attacks.

**MySQL implementation:**

```
CREATE table V2_Generalize1 SELECT Sex, BirthDate, Nationality, Hall, Program, Year FROM V2;
```

```
UPDATE V2_Generalize1 set BirthDate = '1950-01-01' WHERE BirthDate BETWEEN '1950-01-01' AND '1999-12-31';
```

**Table 2: Results after generalization and suppression**

<table>
<thead>
<tr>
<th>Sex</th>
<th>BirthDate</th>
<th>Nationality</th>
<th>Hall</th>
<th>Program</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>196^*</td>
<td>UGANDAN</td>
<td>AFRICA</td>
<td>LIS</td>
<td>2008</td>
</tr>
<tr>
<td>F</td>
<td>196^*</td>
<td>UGANDAN</td>
<td>MARY STUART</td>
<td>ARM</td>
<td>2008</td>
</tr>
<tr>
<td>F</td>
<td>196^*</td>
<td>KENYAN</td>
<td>MARY STUART</td>
<td>BLE</td>
<td>2007</td>
</tr>
<tr>
<td>F</td>
<td>196^*</td>
<td>UGANDAN</td>
<td>MARY STUART</td>
<td>LIS</td>
<td>2008</td>
</tr>
<tr>
<td>M</td>
<td>196^*</td>
<td>UGANDAN</td>
<td></td>
<td>RAM</td>
<td>2007</td>
</tr>
<tr>
<td>F</td>
<td>196^*</td>
<td>KENYAN</td>
<td>AFRICA</td>
<td></td>
<td>2008</td>
</tr>
<tr>
<td>F</td>
<td>196^*</td>
<td>TANZANIA</td>
<td>MARY STUART</td>
<td>RAM</td>
<td>2007</td>
</tr>
<tr>
<td>M</td>
<td>196^*</td>
<td>UGANDAN</td>
<td></td>
<td>BLE</td>
<td>2008</td>
</tr>
<tr>
<td>M</td>
<td>196^*</td>
<td>UGANDAN</td>
<td>COMPLEX</td>
<td>ARM</td>
<td>2007</td>
</tr>
<tr>
<td>M</td>
<td>196^*</td>
<td>KENYAN</td>
<td>AFRICA</td>
<td></td>
<td>2008</td>
</tr>
</tbody>
</table>

**Table 3: Results after suppression, highlighted values to be further suppressed until k>1**

**MySQL implementation:**

```
UPDATE V2_Generalize1 set Hall = 'WHERE Hall = 'Complex';
```

Suppression: In the case of achieving $k$-anonymity, we had to suppress some values that appeared once, yet still we had to ensure the utility of the data set, as too much suppression would kill the utility of the published dataset.
Check for $k$-anonymity that $k > 1$ by ordering data:

**MySQL implementation:**
```
SELECT Sex, BirthDate, Nationality, Hall, Program, Year
FROM V2 ORDER BY Sex, Program, Hall;
```

$k$-anonymity achieved at $k > 1$, where $k$ is each value in the quasi attributes repeated at least $k > 1$ times.

<table>
<thead>
<tr>
<th>Sex</th>
<th>BirthDate</th>
<th>Nationality</th>
<th>Hall</th>
<th>Program</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>196†</td>
<td>UGANDAN</td>
<td>AFRICA</td>
<td>LIS</td>
<td>2008</td>
</tr>
<tr>
<td>F</td>
<td>196†</td>
<td>UGANDAN</td>
<td>MARY STUART</td>
<td>ARM</td>
<td>2008</td>
</tr>
<tr>
<td>F</td>
<td>196†</td>
<td>KENYAN</td>
<td>MARY STUART</td>
<td>BLE</td>
<td>2008</td>
</tr>
<tr>
<td>F</td>
<td>196†</td>
<td>TANZANIA</td>
<td>MARY STUART</td>
<td>LIS</td>
<td>2007</td>
</tr>
<tr>
<td>M</td>
<td>196†</td>
<td>UGANDAN</td>
<td>RAM</td>
<td>2007</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>196†</td>
<td>KENYAN</td>
<td>AFRICA</td>
<td>ARM</td>
<td>2008</td>
</tr>
<tr>
<td>F</td>
<td>196†</td>
<td>TANZANIA</td>
<td>MARY STUART</td>
<td>RAM</td>
<td>2007</td>
</tr>
<tr>
<td>M</td>
<td>196†</td>
<td>UGANDAN</td>
<td>BLE</td>
<td>2008</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>196†</td>
<td>UGANDAN</td>
<td>ARM</td>
<td>2007</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>196†</td>
<td>KENYAN</td>
<td>AFRICA</td>
<td>ARM</td>
<td>2008</td>
</tr>
</tbody>
</table>

**Table 4: Results after we achieve $k$-anonymity at $k > 1$**

Removing names and student numbers entirely diminishes utility, in that the data becomes meaningless to students who simply want to view it to see if their names are on the university admission list. One way this problem can be dealt with is by publishing a list that includes the student number or student names while obscuring other PII data. However, in both scenarios, the issue of balancing data utility and data privacy remain quite challenging and demands tradeoffs [47].

8. **Conclusion**

We have made the case for the need to revamp Uganda’s data privacy policy to encompass both private and government sectors on how to gather and disseminate data, and the need to implement data de-identification techniques. With the growth of data transaction in Uganda, there is a need for more research on how to implement privacy preserving data publishing and privacy preserving data mining methodologies tailored to the Ugandan context, with applications ranging from academia, government, health sector, and private sector. We have shown that with freely available open source technologies, some level of data privacy can be implemented on datasets from emerging markets. However, the problem of what PII constitutes in the emerging market nations still remains. Although no set of PII has been proposed in Uganda, we suggest that PII include any information that could specifically identify an individual in the Ugandan context. This could include: full names, face, fingerprints, handwriting, genetic data such as DNA, national ID number, driver's license number, passport number, credit and debit card numbers birth-date, birth place, village of residence, city of residence, county of residence, phone number, and student examination numbers. Applying the $k$-anonymity procedure might be practicable in the Ugandan context; however, achieving optimal privacy while maximizing utility continues to be an NP-hard problem, as data is lost through generalization and suppression process. Therefore more studies need to be done on various implementations of optimal data privacy tailored to Ugandan context; with consideration that PII differs in Uganda from other geographical locations.
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